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We use Monte Carlo simulations and noise modeling to study the scaling of 1/f noise in single-walled
carbon nanotube films as a function of device parameters and film resistivity. Despite its relative simplicity, this
computational approach provides a general framework for the characterization of 1/f noise in nanotube films
and explains previous experimental observations. We consider noise sources due to both tube-tube junctions
and nanotubes themselves. By comparing the simulation results with the experimental data, we find that the
noise generated by tube-tube junctions dominates the total nanotube film 1/f noise. Furthermore, we system-
atically study the effect of device length and film thickness on the 1/f noise scaling in nanotube films in order
to demonstrate that the simulation results are in good agreement with the available experimental data. Our
results further show that the 1/f noise amplitude depends strongly on device dimensions, nanotube degree of
alignment, and the film resistivity, following a power-law relationship with resistivity near the percolation
threshold after properly removing the effect of device dimensions. We also find that the critical exponents
associated with the noise-resistivity and noise-device dimension relationships are not universal invariants, but
rather depend on the specific parameter that causes the change in the resistivity and 1/f noise, and the values
of the other device parameters. Since 1/f noise is a more sensitive measure of percolation than resistivity, these
simulations not only provide important fundamental physical insights into the complex interdependencies
associated with percolation transport in nanotube networks and films, but also help us understand and improve
the performance of these nanomaterials in potential device applications, such as nanoscale sensors, where noise

is an important figure of merit.
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I. INTRODUCTION

Single-walled carbon nanotube (CNT) two-dimensional
(2D) networks, and three-dimensional (3D) films have at-
tracted significant research attention recently due to the fact
that they are transparent, conductive, and flexible, and they
have uniform physical and electronic properties since indi-
vidual variations in nanotube diameter and chirality are en-
semble averaged.'=* As a result, the reproducibility and reli-
ability problems found in devices based on individual
nanotubes are solved, and CNT film based devices can be
mass produced in a cost-effective manner. Several promising
device applications of CNT films have recently been demon-
strated, such as thin film transistors,>® flexible
microelectronics,”® optoelectronic devices and sensors,’~!2
and chemical sensors.!3-1

For some of these applications, such as chemical and op-
toelectronic sensors, intrinsic signal to noise ratio is undoubt-
edly one of the most important device figures of merit that
determine the detection limit of the device.'>! It has been
shown that for both single nanotubes (regardless of their in-
trinsic parameters such as diameter and chirality) and CNT
films, 1/f noise level can be quite high compared to other
conventional materials.'®!7 As a result, determining the mag-
nitude of the 1/f noise, its sources, and its scaling with vari-
ous CNT film parameters is crucial not only for understand-
ing the fundamental physics of percolation transport, but also
for assessing the potential of CNT films for applications
where the device noise is an important figure of merit.'8

One of the first reports on 1/f noise in single-walled car-
bon nanotube networks and mats'® observed that the noise
obeys the empirical equation
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where S; is the current noise spectral density, / is the current
bias, f is the frequency, 3 is a constant close to 1, and A is
the noise amplitude, which is a measure of the 1/f noise
level.'®! Furthermore, the noise amplitude A was reported
to be proportional to the device resistance R, namely A
=10""R.1® Later studies showed that dependence of A on
device parameters, such as device length and resistivity, is
more complicated than that.!”-?* For example, in CNT net-
works, the dependence of A on device length L was reported
to be A=9X 10"''R/L'3 over a wide range of L; hence the
noise amplitude dependence on L is Ao L ™03 instead of A
o I, implied from a direct proportionality to resistance.!” The
same work also reported a power-law relationship between
noise amplitude and resistivity, i.e., A« p'© (instead of a lin-
ear relationship A « p predicted from a direct proportionality
to resistance) when the application of a gate bias caused the
change in resistivity of the CNT network. In a more recent
study, A p'3 was reported, when the number of deposited
CNT film layers (i.e., CNT film thickness) caused the change
in the CNT film resistivity.?

In order to investigate the physical and geometrical ori-
gins of these experimental findings more systematically,
simulation and modeling techniques need to be employed.
Although there has been recent modeling and simulation
work on the electrical and thermal conductivity of CNT net-
works and films,?'2* a computational study of 1/f noise in
CNT films has not been reported previously. Furthermore, a
systematic study of the sources of noise and the effects of
various device and nanotube parameters on the percolation
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scaling of 1/f noise in CNT films remains unexplored.

In this paper, we use Monte Carlo simulations to study
1/f noise scaling in CNT films as a function of device pa-
rameters and film resistivity. Our study focuses on the noise
behavior in CNT films at low frequencies and room tempera-
ture, where the shot noise and Johnson-Nyquist noise are
negligible and 1/f noise is the only dominant noise source.
We consider noise sources due to both tube-tube junctions
and nanotubes themselves. By comparing the simulation re-
sults with the experimental data,'”?® we find that the noise
generated by tube-tube junctions dominates the total CNT
film 1/f noise. We then systematically study the effect of
film dimensions, namely device length, device width, and
film thickness, and nanotube degree of alignment (an internal
device parameter) on the 1/f noise scaling in CNT films. Our
results show that the noise amplitude depends strongly on
device dimensions and on the film resistivity, following a
power-law relationship near the percolation threshold. How-
ever, when these two dependencies are separated carefully, it
becomes clear that the critical exponent associated with the
noise-resistivity relationship is not a universal invariant, but
rather depends on the device parameter that causes the
change in the resistivity and 1/f noise. Despite its relative
simplicity, our computational approach explains the experi-
mentally observed 1/f noise scaling in CNT films and pro-
vides a general framework for their noise characterization,
which is very important for assessing their suitability for
applications with tight noise limitations.

II. COMPUTATIONAL METHOD

Simulation of the noise properties of the single-walled
carbon nanotube film was performed by randomly generating
the carbon nanotubes in the film using a Monte Carlo pro-
cess, finding the locations of the tube-tube junctions in the
generated film and solving the current continuity equations
for these junctions in a matrix format, following a similar
approach as explained in detail previously.”!?>

Briefly, each nanotube in the film is modeled as a “stick”
with fixed length /cnt. The position of one end of the nano-
tube and its direction on a 2D plane are generated randomly.
Each nanotube is assigned randomly to be either metallic or
semiconducting with the ratio of the semiconducting to me-
tallic nanotubes set to 2:1, as typically observed
experimentally.?> This process is repeated until the desired
value for the nanotube density per layer n in the 2D layer is
achieved. An example of a 2D nanotube layer produced by
this method is shown in Fig. 1(b), where semiconducting and
metallic nanotubes are labeled by different colors. The gen-
erated network can also be compared to a real atomic force
microscope (AFM) image of a nanotube film, which is
shown in Fig. 1(a). The model could be improved by using
distribution of nanotube lengths; however, that would not
change the noise scaling trends and conclusions arrived by
using a fixed “effective” length.

After the 2D nanotube layer is generated, locations of the
junctions between nanotubes are determined by the simula-
tion code. It has been experimentally observed that nano-
tubes in a CNT film have random in plane orientations, but
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FIG. 1. (Color online) (a) Atomic force microscope (AFM) im-
age of a nanotube film with an approximate thickness of ¢
=15 nm where nanotubes are randomly distributed. (b) A 2D nano-
tube network generated using Monte Carlo simulations for a device
with length L=4 um, width W=4 um, nanotube length Ic-nT
=2 pum, and nanotube density per layer n=10 wm™. Semicon-
ducting and metallic nanotubes are shown in light and dark color
(cyan and blue color online), respectively. The inset illustrates the
alignment angle 6,, which defines the angle range within which
nanotubes can be generated to form partially aligned CNT films in
simulations.

are mostly ordered to lie in stacked planes.”® As a result,
additional 2D layers are generated randomly using the same
approach and stacked vertically to form the 3D nanotube
film. In the 3D film, it is assumed that nanotubes in a given
layer can also form junctions with nanotubes lying in the first
and second nearest-neighbor layers (i.e., two layers above
and two layers below), and the locations of these junctions
are also determined by the simulation code.

To model the physical properties of the film, the resis-
tance of an individual nanotube is calculated by Rcnt
=Ryl/\, where [ is the length of the nanotube, \ is the mean
free path (assumed to be 1 um in our simulations), and R
=h/4e?* is the theoretical contact resistance at the ballistic
limit (~6.5 k{2).2>?"-28 The resistance of the tube-tube junc-
tions depends on whether the junction is metallic/
semiconducting (MS), semiconducting/semiconducting (SS),
or metallic/metallic (MM).2° Based on the 2:1 ratio between
the semiconducting and metallic nanotubes in the film, about
449% of the junctions are expected to be SS, 44% MS, and
11% MM, which was in perfect agreement with the percent-
ages observed in the simulations. It has been shown that MS
junctions have significantly larger contact resistance than
MM or SS junctions due to their Schottky nature.”®-3! As a
result, we modeled each different type of tube-tube junction
by a different contact resistance, instead of a single “effec-
tive” contact resistance as done in previous work.?? In par-
ticular, based on previous experimental studies, 293! Rym
=25R, Rgs=75R,, and Ry;s=1000R, were assumed, where
Ryvivs Rss, and Ryg are the contact resistances for MM, SS,
and MS junctions, respectively.

After the physical properties of the film are defined, a
voltage is applied between the source and drain electrodes
[see Fig. 1(b)], and the CNT film resistance in the linear
regime is calculated by solving a matrix equation based on
the application of Kirchoff’s current law (KCL) at each junc-
tion in the film, as explained in detail previously.??

For computing the 1/f noise in the CNT film, we have
used a model which takes into account the noise contribu-
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tions from both the nanotubes themselves and the tube-tube
junctions in the film. Assuming independent noise sources
(i.e., uncorrelated fluctuations), current-noise spectral density
in the film, S;, can be written as,*?

22
2 LpSuly,
1 n

Si=——=, 2)
R > i,

where i, is the current, s, is the current-noise spectral den-
sity, and r,, is the resistance of the tube or junction associated
with the nth individual noise source, and R is total resistance
of the CNT film. Replacing s, in Eq. (2) by its equivalent
based on Eq. (1), S; can be written as

4 2
A,
1 n

Si=————,
Rf Eiirn
n

3)

where A, is the noise amplitude for the nth individual noise
source. Finally, an equivalent noise amplitude A, can be
defined for the total CNT film by normalizing Eq. (3), and
using =,i2r,=I’R and V=IR, where [ and V are the total
current and voltage in the CNT film, respectively:

Sif

Cq=1_2=

A V22

e )
In Eq. (4), all the parameters are known except for the noise
amplitudes A, for individual noise sources.

For individual single-walled carbon nanotubes, it was ini-
tially suggested that the noise amplitude scales with nano-
tube resistance, in other words A, * Rcynt.'® Later studies re-
vealed that the nanotube 1/f noise amplitude follows an
inverse relationship with the number of carriers N, and hence
with the nanotube length [, i.e., A, 1/1.3> Based on these
experimental results, we have used A,=1071R,/1 for the 1/f
noise amplitude of individual nanotubes in this work, where
[ is expressed in microns and Ry=6.5 k(). The chosen coef-
ficient of 107!°R,, results in a noise amplitude close to that
observed experimentally for individual single-walled carbon
nanotubes.*

Unlike individual nanotubes, determining A,, for tube-tube
junctions based on the available experimental literature is
rather difficult. Although the noise in nanotube-based field
effect transistors has been studied,?? there is hardly any ex-
perimental data on the noise amplitude of nanotube-nanotube
junctions. However, as we will present in the next section,
the CNT film noise amplitude observed experimentally and
its scaling with device parameters can be fit by our simula-
tions only if we assume that the total CNT film noise is
dominated by the tube-tube junctions in the film. The pres-
ence of defects or structural deformations** at the tube-tube
junctions can be speculated as the specific source of this
noise, although further experimental studies need to be un-
dertaken to answer this question in depth. In this work, a
relationship A, =ar, was assumed; in other words, the noise
amplitude A, of an individual tube-tube junction scales lin-
early with the junction resistance r,,. In all of our simulations,
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a proportionality constant of a=10"' was used independent
of other device and nanotube parameters, determined from a
fit to experimental data. It has been experimentally observed
that the 1/f noise of a junction between a single one-
dimensional (1D) nanotube and a 3D metal source/drain con-
tact could be quite significant, although it does not have to
necessarily scale with the contact resistance.>> Further ex-
perimental work is necessary for a detailed understanding of
the 1/f noise at the junction of two individual nanotubes.

Each data point in the figures represents the average of
500 independent simulations in order to remove the statisti-
cal variations in the simulation data calculated from different
realizations of the CNT film. Device and nanotube param-
eters such as film thickness #, nanotube length I-yr, and
nanotube density per layer n were chosen to match the ex-
perimental values. In addition to matching the 1/f noise
data, simulations using these parameters, together with the
chosen junction and nanotube resistances result in similar
CNT film resistivity values to those measured in
experiments.??

III. RESULTS AND DISCUSSION

Figure 2(a) shows the log-log plot of the noise amplitude
normalized to resistance (A/R) versus device length (L) for a
single-layer nanotube network, where filled circles denote
experimental data points from Snow et al.'” and open circles
denote our simulation results. The device and nanotube pa-
rameters used in the simulations were device width W
=2 um, nanotube length /-yy=2 wm, and nanotube density
per layer n=5 um™2, which is within the range of densities
reported for thin networks of nanotubes above the percola-
tion limit.> Since 2D nanotube networks were used in the
experimental work,'” only a single 2D nanotube layer was
used to model the experimental data. The simulation results
are in excellent agreement with the experimental data,
clearly indicating that A/R is a strong function of device
length. The dashed line in Fig. 2(a) is the power-law fit to the
experimental data, yielding A/R > L® with a critical exponent
a=-1.3, in agreement with the simulation data for § <L
<20 pm. The deviation of the simulation data from this fit
for L<8 um will be discussed in detail later. This deviation
could hardly be noticed in the experiments due to the large
scatter in the experimental data points. Simulations here are
performed only for L>2 um because below L=2 um, in-
dividual nanotubes could connect the source and drain elec-
trodes directly (since loyy=2 wm), diminishing the effects
of percolation. Furthermore, simulations were limited to L
<20 um since the time it takes to run the simulations be-
comes prohibitively long for longer devices.

The decrease in the noise amplitude with device length is
consistent with Hooge’s classical empirical law,’® where the
1/f noise amplitude A varies inversely with the number of
charge carriers N in the device, i.e., A 1/N.!7 However,
since the resistance of the CNT film device is given by R
=pL/Wt, where p is the resistivity, and N scales with the
device volume, i.e., N<LWt, A/R is expected to scale as
A/Rx L2, Previously, it was suggested that the deviation
from this ideal result is due to nonuniformity of the CNT
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FIG. 2. (a) Log-log plot of the noise amplitude normalized by resistance (A/R) versus device length for a single-layer nanotube network.
Experimental data from 2D nanotube networks of Snow er al. (Ref. 17) is shown by the filled circles. Our simulation data points for
single-layer devices with W=2 um, Iony=2 um, n=5 um~2, and L ranging from 2 to 20 um are shown by the open circles. The dashed
line fit to the experimental data reported by Snow ef al. (Ref. 17) has a critical exponent of ~—1.3, which is same as the exponent obtained
from the fit to the simulation data for 8 <L <20 wum. The inset shows log-log resistivity versus device length for the same device as the
main panel. Resistivity rolloff is obvious at small device lengths. (b) Log-log plot of noise amplitude normalized by resistance (A/R) versus
device length for multilayer nanotube films. Filled circles represent our own experimental measurements (Ref. 37) of CNT film devices with
~15 nm thickness, 50 um and 1000 um device length, and device widths ranging from 2 to 50 um. Open circles and squares are our
simulation data points for devices with a film thickness of /=16 nm (eight layers) and /=6 nm (three layers), respectively, where the other
simulation parameters are W=2 um, lcyy=2 um, n=1.25 pum™2, and L ranging from 2 to 14 um. The extracted critical exponents from
the dashed line fits to these two simulation data sets above L>6 um are —1.9 and —0.8, respectively. The inset shows the distribution of A
in 500 simulated devices, all with L=2 um, t=16 nm, and the other parameters same as above. The data can be fit by a log-normal
distribution as shown. (c) Log-log plot of computed A X L versus resistivity for the device shown in part (b) with /=16 nm. The change in
resistivity is a result of the change in device length. The extracted critical exponent of the dashed line fit is 0.4. The inset shows log-log plot
of A X L versus resistivity for the same device as in the main panel, but without any noise sources at the tube-tube junctions. The extracted
critical exponent is —=2.9 in this case.
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network.!” Our results, on the other hand, suggest that the
observed exponent is probably due to the effect of other de-
vice parameters on the 1/f noise amplitude.

To illustrate this point further, Fig. 2(b) shows how the
film thickness ¢ affects the scaling of A/R with L. The simu-
lation parameters are the same as in Fig. 2(a), except that n
=1.25 um=2 (which falls within the range of experimentally
reported values for thin nanotube networks?) and the number
of layers is more than one, which determines the thickness of
the simulated CNT film. Two curves are illustrated—one for
a film consisting of eight layers (1~ 16 nm, assuming each
nanotube layer is 2 nm “thick”) and the other for a film
consisting of three layers (1~6 nm) shown by open circles
and squares, respectively. The extracted critical exponents
from the power-law fits to the simulation data for L
>6 um, shown as dashed lines in Fig. 2(b), are @=-1.9 and
a=-0.8 for the eight- and three-layer CNT film, respectively.
As its thickness is reduced, the 3D CNT film becomes like a
2D network and approaches the percolation threshold,*?¢ and
the critical exponent «a decreases significantly. Furthermore,
the magnitude of the critical exponent extracted for the three-
layer CNT film is smaller than that for the one-layer 2D
network simulated in Fig. 2(a) due to the significantly lower
density per layer, n, which is another parameter that affects
the critical exponent a. The noise amplitude A also exhibits
an inverse power-law dependence on n, decreasing with in-
creasing n. For comparison with the simulation data, our own
experimental measurements of the 1/f noise amplitude in
CNT film devices with ~15 nm thickness, 50 um and
1000 um device length, and device widths ranging from 2
to 50 um are also shown in Fig. 2(b) as filled circles.’” As
can be seen, the simulation results for the r=16 nm CNT
film are in excellent agreement with the experimental data,
and both exhibit a critical exponent which is very close to the
ideal case of a=-2. In other words, as we get further away
from the percolation threshold by changing other device and
nanotube parameters, such as increasing the thickness or
nanotube density, A/R dependence on L approaches 1/L%. In
this case, extrapolation of the simulation data to large values
of length (L>20 wm) is therefore valid, as the CNT film
characteristics are similar to a uniform material for large de-
vice lengths.

The deviation from this slope observed in the
experiments'” and our simulation data is a clear signature of
percolation transport in the CNT film. Furthermore, these
results clearly show that the critical exponent a for the de-
vice length dependence of A/R is not a universal invariant;
rather it depends strongly on other device and nanotube pa-
rameters, such as the CNT film thickness and nanotube den-
sity. These results illustrate the complex interdependencies
that exist for the scaling of the 1/f noise in CNT films aris-
ing from percolation transport.

Another important point is that there is a significant
amount of scatter (about an order of magnitude) in the ex-
perimental noise amplitude data from both Snow et al.!” and
our own measurements as shown in Figs. 2(a) and 2(b). One
of the reasons for this scatter is the percolative nature of the
transport in the CNT film. In other words, different physical
distribution of nanotubes in the film for devices with the
same L can cause the resistivity and noise amplitude to vary
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significantly. The extent of this scatter is illustrated in the
inset of Fig. 2(b) for the =16 nm CNT film simulation data.
Here, distribution of the noise amplitude A for 500 different
realizations of the CNT film generated randomly is shown
for the device length of L=2 um. The simulation data can
be fit by a log-normal distribution given by

A In(x/x)?
exp —
xo\27 P 207

Yy=Yo=

with standard deviation o=0.4. This distribution also de-
pends on the other device parameters and becomes wider
(i.e., o becomes larger) as the device dimensions decrease
(i.e., as we approach the percolation threshold). For example,
it is evident from Fig. 2(b) that there is a large scatter in the
noise amplitude simulation data for the three-layer film even
after averaging 500 simulation results for each data point.
This scatter is absent in the data for the eight-layer thick
film. In experimental noise measurements, in addition to this
“Intrinsic” scatter due to percolation, there are also experi-
mental errors due to factors such as CNT film inhomogene-
ities and presence of defects and impurities. As a result, the
observed variation of an order of magnitude in the experi-
mental noise data can be expected.

As mentioned before, it can be seen in both Figs. 2(a) and
2(b) that the simulation data starts to increase from the
dashed line fits for small values of L. This increase is a result
of the change in the resistivity p of the CNT film. As the
device length approaches the length of individual nanotubes
(len), the statistical distribution of nanotubes in the film can
result in short conduction paths consisting of only a few
nanotubes connecting source to drain, decreasing the total
resistivity of the film.2!*> The simulation plot of resistivity
versus device length shown in the inset of Fig. 2(a) for the
simulation data set in the main panel of Fig. 2(a) illustrates
this point. As can be seen, while resistivity decrease with
decreasing device length is quite significant for L<<8 um,
its variation is less than 10% for L>8 um, and the resistiv-
ity almost saturates for L>10 wm. For very small device
lengths, the decrease in resistivity increases the amount of
current in the device for a fixed applied bias (in addition to
the increase due to the length shrinkage), which in turn in-
creases the total 1/f device noise at a rate faster than that
observed for larger device lengths, as implied by Eq. (4).
This increase in 1/f noise causes the critical exponent « to
increase for small values of L as evidenced by the deviation
from the dashed power-law fits in Figs. 2(a) and 2(b).

The effect of the change in resistivity at small L (due to
percolation) on the noise amplitude A can be illustrated fur-
ther by replotting the data in Fig. 2(b) for the CNT film with
t=16 nm as A X L versus resistivity, as shown in Fig. 2(c).
We have seen above that the simulation data for the ¢
=16 nm curve in Fig. 2(b) exhibits approximately A/R
~ L2, which indicates that AX L is a constant if p is con-
stant. As a result, by plotting A X L versus p in Fig. 2(c), any
explicit dependence of A on L is eliminated, except for an
implicit dependence through resistivity, since p=p(L) as seen
in the inset of Fig. 2(a). The simulation data in Fig. 2(c) can
be fit by a power-law relationship given by A X Lo p# with
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an extracted critical exponent of 8=0.4. Since the resistivity
is almost constant for many of the data points, they fall on
top of or close to each other in Fig. 2(c); however, the scal-
ing trend can still be observed. This observed power law
behavior is in agreement with previous results observed for
percolation systems?*3%3 and is a direct manifestation of
percolation affecting the 1/f noise in the CNT film.

Up to this point, based on the relative noise amplitudes
chosen to fit the experimental data, it is assumed that the
tube-tube junctions dominate the 1/f noise in the CNT film.
In contrast, the inset in Fig. 2(c) shows the log-log plot of
A X L versus resistivity, when nanotubes are assumed to be
the only sources of 1/f noise in the film (tube-tube junction
noise amplitudes are set to zero, i.e., a=0). There are two
striking differences between the results in the main panel and
the inset in Fig. 2(c). First, the noise amplitude A has
dropped more than 3 orders of magnitude when we exclude
the junction noise. In other words, the noise amplitude cho-
sen for an individual nanotube (A,=10"'R,/) based on the
experimental results for single tube devices®® results in a
total noise significantly smaller than the experimental values
observed for the CNT film. This reduction is expected in our
simulations, as the noise amplitudes A,, of the tube-tube junc-
tions are significantly larger than those of the nanotubes
themselves due to the larger resistance associated with the
junctions. Second, A X L scaling with resistivity now exhibits
a power-law decrease, which is in sharp contrast to the
power-law increase observed in the main panel of Fig. 2(c)
for the simulations that fit the experimental data shown in
Fig. 2(b). Furthermore, power-law increase in 1/f noise with
resistivity is commonly observed for CNT films and other
systems when a particular parameter is changed to modify
the resistivity close to the percolation threshold.!”-20:38:39 We
will later show that our simulations exhibit a similar power-
law increase in 1/f noise with resistivity when the CNT film
thickness is the parameter that causes the change in resistiv-
ity and 1/f noise, in agreement with experimental data.?’
Taken together, the above results strongly suggest that tube-
tube junctions, and not the nanotubes themselves, dominate
the overall CNT film 1/f noise. This finding is in analogy to
previous experimental and theoretical results,>>?® which
show that the resistivity of the CNT film is also dominated
by tube-tube junction resistance, and not the nanotube resis-
tance. As long as the electronic mean free path is larger than
about 100 nm, the nanotube noise remains negligible com-
pared to the junction noise.

Noise scaling trends with other device parameters also
confirm the above results. In particular, we next study the
effect of device width. The resistivity scaling with device
width close to the percolation threshold has been experimen-
tally observed to be significantly more pronounced than that
with device length.?>2¢ This point is also evident in the simu-
lation data shown in the inset of Fig. 3(a) for a device with
L=5 pm, =16 nm, and other parameters kept the same as
in Fig. 2(b). (These parameters have been used for the rest of
the simulations presented in this paper.) In this inset, for W
=2 um, resistivity is almost constant, while at submicron
width range, it depends strongly on W. We have also per-
formed simulations to investigate the scaling of 1/f noise
with device width in the CNT film, which has not been ex-
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FIG. 3. (a) Log-log plot of computed A versus W for a device
with L=5 um, t=16 nm, and other parameters same as in Fig.
2(b). There are two separate scaling regimes. The extracted expo-
nent of the dashed line fit for large widths (where resistivity is
constant) is —1.1. The extracted exponent of the dashed line fit for
small widths is —5.6. The inset shows log-log plot of resistivity
versus device width for the same device as in the main panel. (b)
Log-log plot of computed A X W versus resistivity. The change in
resistivity is a result of change in device width. The extracted criti-
cal exponent in this case is 1.7. The inset shows log-log plot of A
versus resistivity for the same device.

perimentally studied. The main panel of Fig. 3(a) shows 1/f
noise amplitude versus device width W, in which two regions
can be distinguished. For W=2 um, A is inversely propor-
tional to W (the power-law exponent extracted from the
dashed line fit to the data is W~!"!). This variation is expected
since A = 1/N and the number of carriers N increases linearly
with device width, and the resistivity is constant in this re-
gime, as seen in the inset of Fig. 3(a). However, for W
<1 um, there is a strong power-law relationship between A
and W with a critical exponent extracted from the fit equal to
—5.6. This shows that the variation of resistivity has a strong
effect on the noise in this region. To investigate this variation
further, the inset of Fig. 3(b) shows A vs p for the same data
as in the main panel of Fig. 3(a). As can be seen, presenting
the data in this way results in a nonlinear curve and its in-
terpretation becomes difficult since this data includes the ef-
fect of both W and p on the noise.

Once again, to separate these two dependencies, A can be
multiplied by W, which eliminates the explicit dependence of
A on W. The main panel of Fig. 3(b) shows the log-log plot
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of AXW (noise amplitude normalized with device width)
versus resistivity. Similar to the length case, the simulation
data can be fit by a power-law dependence on resistivity, A
X We p®, where the extracted critical exponent for width is
60=1.7. This critical exponent is different from the one ex-
tracted for noise scaling with resistivity that was due to the
change in device length. This result shows that the noise-
resistivity critical exponent is not a universal invariant, rather
it depends on the parameter that is causing the change in the
1/f noise.

As we have seen in Fig. 2(b), CNT film thickness has a
strong effect on the noise scaling with device length. Several
studies have shown that film thickness ¢ also has a strong
effect on the CNT film resistivity, especially for extremely
thin films.*?¢ Recently, Soliveres et al. have experimentally
studied the dependence of the 1/f noise amplitude on film
thickness.?® Next, we investigate this dependence by our
simulations. The left inset of Fig. 4(a) shows log-log plot of
resistivity versus number of layers (i.e., thickness) where re-
sistivity is almost constant for films with ten layers or more,
while strong inverse power-law dependence of resistivity on
thickness exists for thin films near the percolation threshold.
As a result, like device width, film thickness can be expected
to have a strong impact on noise, as shown by the experi-
mental results of Soliveres et al.?° The main panel of Fig.
4(a) shows the log-log plot of the noise amplitude normal-
ized by thickness A Xt versus resistivity computed for the
same CNT film device as in the inset. Similar to the width
case, the normalized amplitude A X ¢ is used because A varies
with thickness linearly in the regime when resistivity is con-
stant. The simulation data can be fit by A X txp”, where the
extracted critical exponent is v=1.8. These results can be
compared to the experimental data of Soliveres et al.?® Al-
though they report a critical exponent for A, not A X ¢, renor-
malization of their data gives v=1.1. The disagreement in the
simulation (1.8) and experimental (1.1) critical exponents re-
ported is most likely due to differences between other
device/nanotube parameters, such as density per layer, and
the film properties such as the purity and homogeneity of the
deposited CNT film.

As a confirmation of how the two possible noise sources
(nanotube and junction) affect the noise results, the right
inset in Fig. 4(a) shows log-log plot of A X ¢ versus resistivity
but with tube-tube junction noise amplitudes set to zero (i.e.,
nanotube-dominated noise). Similar to the case of device
length, not only the noise amplitude A drops by orders of
magnitude, the critical exponent also becomes negative,
which is in sharp opposition to the positive value observed in
experimental data.’ These results once again imply that the
tube-tube junctions dominate the 1/f noise in CNT films.

It is worth mentioning that there is slight deviation of the
simulation data from the dashed line fit for the highest resis-
tivity value (very thin films) in Fig. 4(a). This is due to the
decrease of percolation probability below unity near the per-
colation threshold,?? and can be observed for noise scaling
with nanotube alignment very close to the percolation thresh-
old as well [Fig. 4(b)].

Finally, we study the effect of alignment of nanotubes
making up the film on the scaling of 1/f noise amplitude to
show that even internal parameters of the film can strongly
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FIG. 4. (a) Log-log plot of computed A Xt versus resistivity.
The change in resistivity is a result of change in device thickness.
The extracted critical exponent in this case is 1.8. The left inset
shows log-log plot of resistivity versus device thickness for the
same device. The right inset shows log-log plot of A Xt versus
resistivity for the same device, but without any noise sources at the
tube-tube junctions. The extracted critical exponent is —0.8 in this
case. (b) Log-log plot of computed A versus resistivity. The change
in resistivity is a result of change in the nanotube alignment angle
6,. It is evident that CNT films with the same resistivity values can
have two different noise amplitudes, depending on their alignment
angles. A power-law fit to the data points (dashed line) with noise
amplitudes A higher than 7 X 1077 yields a critical exponent of 1.3.
The inset shows the log-log plot of resistivity versus alignment
angle for the same device, in which the resistivity minimum at
about 45° is evident.

affect the 1/f noise. Nanotube alignment in the film can be
quantified by defining a parameter called the alignment angle
6,, as defined in previous work*’ and illustrated in the inset
of Fig. 1(b). Briefly, nanotubes are generated at random
angles 6 with respect to the horizontal axis, where 6 is lim-
ited to the range —0,= 6= 6, and 180—-6,= 6=180+6,. As
a result, when 6,=90°, the nanotubes are completely ran-
domly distributed (which is the case for all the previous
simulations), whereas when 6,=0°, they are completely
aligned along the horizontal axis. Aligned CNT films have
been shown to have advantages for applications such as thin
film transistors (TFT).*! The inset in Fig. 4(b) plots resistiv-
ity versus nanotube alignment angle obtained by simulations.
The resistivity initially decreases, reaches a minimum (at an
angle referred to as 62/““), and then starts to increase signifi-
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cantly, as observed experimentally and explained theoreti-
cally in detail in previous work.2>4042

The main panel of Fig. 4(b) shows the 1/f noise ampli-
tude A versus resistivity, where the high-resistivity section of
the curve corresponds to a film with well-aligned nanotubes
(i.e., small 6,). Unlike external device dimensions L, W, and
t, the alignment angle 6, changes device resistance R and
noise magnitude A only implicitly by changing p and the
nature of the conduction paths. As a result, A is not normal-
ized in this figure. Interestingly, it is evident from Fig. 4(b)
that CNT films with the same resistivity values can have two
different noise amplitudes, depending on their alignment
angles. As the alignment angle decreases from 90°, the resis-
tivity becomes smaller, but A remains approximately con-
stant. However, below )™ [about 45° in the inset of Fig.
4(b)], the noise amplitude starts to increase strongly with
resistivity. A power-law fit to the noise data with an ampli-
tude higher than 7 X 107, ie., A p7, yields a critical expo-
nent of 7=1.3. It can be inferred from the trend in Fig. 4(b)
that other parameters being constant, partial alignment of
nanotubes at the minimum resistivity angle, 6%, gives the
lowest resistivity and lowest noise configuration; hence in
order to optimize a device design, it is better to have the
nanotubes partially aligned in the film rather than perfectly
aligned.

IV. CONCLUSIONS

In summary, we have used Monte Carlo simulations and
noise modeling to systematically study the 1/f noise in CNT
films and its scaling with nanotube and device parameters
(namely device length, device width, film thickness, and
nanotube alignment) and resistivity. We have demonstrated
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that the Monte-Carlo-based computational noise model can
fit previous experimental results on the scaling of 1/f noise
amplitude in single-walled carbon nanotube films.

Our results show that the 1/f noise amplitude depends
strongly on device dimensions and on the film resistivity,
following a power-law relationship with resistivity near the
percolation threshold after properly removing the effect of
device dimensions. Furthermore, the noise-resistivity and
noise-device dimension critical exponents extracted from the
power-law fits are not universal invariants, but rather depend
both on the parameter that causes the change in resistivity
and noise, and the values of the other device parameters. In
addition, the simulation fit to the experimental data strongly
suggests that tube-tube junctions, and not the nanotubes
themselves, dominate the overall CNT film 1/f noise.

The simulations and models presented here are not limited
to carbon nanotube films, but are applicable to a broader
range of problems involving percolating transport in net-
works, composites, or films made up of one-dimensional
conductors, such as nanowires and nanorods. Since 1/f noise
is a more sensitive measure of percolation than resistivity,
these simulations not only aid experimental measurements
by providing important fundamental insights into the physics
of percolation transport in nanotube networks and films, but
also help understand and improve the performance of these
nanomaterials in potential device applications, such as sen-
sors, where noise is an important figure of merit.
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